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According to “Centering Theory”, an entity that links to the prior discourse could receive a boost in the current prominence ranking. Such a boost will affect pronoun processing because pronouns tend to seek out the most prominent entity for reference. The current paper presents a reanalysis of data from a study that investigated how pronoun processing was affected by the prior discourse. In an eye-movement monitoring experiment, English speakers were presented with texts that manipulated (1) the pronoun’s gender match with possible antecedents and (2) the appearance of the antecedents in prior discourse. The results showed that prior discourse affected eye-movement measures from the pronoun region onwards, but the antecedents were differently affected by this manipulation. The results can be accounted for if the overall discourse coherence is taken into account, especially the number of switches in attention that a reader/hearer has to make. More attention switches in a relatively short discourse may have created uncertainty about the local discourse topic, making pronoun processing more problematic. This study shows that the prior discourse can influence the processing of pronouns, but processing is also affected by coherence.
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1. Introduction

The current paper presents a new analysis of data from a study that investigated how pronoun processing is affected by the prior discourse (reported in Patterson, 2012). The current paper benefits both from insights from related experiments (reported in Cunnings et al., submitted) and also from a more robust analysis technique which reveals patterns that were not apparent under the previous analysis. This has led to a further understanding of the experimental results, and for this reason the paper has been entirely rewritten to incorporate these aspects. A summary of the previous findings from Patterson (2012) is given at the start of the discussion section and differences in the analysis are pointed out in the analysis section.

The processing of pronouns has received a considerable amount of attention in psycholinguistic research. In particular, third-person subject pronouns (such as he/she/they in English) have been the target of research, since they refer to understood or explicit referents within the discourse. It is generally agreed that these subject pronouns refer to the most prominent entity in the preceding discourse (see Garnham, 2001 for a review). That being said, a large number of cues and signals to discourse prominence have been suggested, such as subjecthood (Crawley et al., 1990; Järvis, 2005; Kaiser & Trueswell, 2008), first-mention (Gernsbacher & Hargreaves, 1988; Arnold, 2001; Arnold et al., 2007), and topichood (Cowlis et al., 2007; Wulbs et al., 2009; Kaiser, 2011; Van Rij, 2012). Most researchers agree that these cues interact, but no comprehensive model of how this takes place has been presented.
The notion of topichood is interesting because its role in pronoun processing appears to operate on a sentence level and also on the level of the wider discourse. A precise definition of the notion of topic is still under debate. In terms of the sentence, topics can be thought of as “a sentence-initial constituent which is predicated about” (Schwabe & Winkler, 2007: 2). In English topics are often, but not always, subjects. They are thought of as cognitively prominent entities, and as such they are good antecedents for pronouns. The cognitive prominence of discourse topics and sentence topics was tested by Cowles et al. (2007) in a cross-modal priming study, who found that both discourse and sentence topics were activated at the point of a subsequent pronoun. They defined discourse topic as a referent that a set of propositions is about, and more specifically for their own study, as “a referent that has been a sentential topic for more than one sentence without any intervening sentence topics” (Cowles et al., 2007: 6). This implies that pronouns seeking a prominent antecedent will take into consideration prominence not just within a sentence but also within the preceding discourse. Note that there are some limits on what can be considered a topic. Quantified phrases, for example, are generally thought not to be topics (see Hinterwimmer et al., 2009, for a discussion), and entities in embedded clauses are unlikely to be thought of as sentence topics because they do not appear in the matrix clause.

Topicality is an important element of “Centering Theory” (CT) (Grosz et al., 1995). CT is a framework within which multiple factors affecting salience are accounted for. CT was not originally formulated specifically as a model for pronoun processing, but as an account of textual coherence. However, the framework has received much attention in pronoun processing because it proposes that links between discourse entities are the key to discourse coherence, and reference and prominence are as such very important in this account. CT uses the factors of subjecthood and first-mention, as well as previous discourse status, to provide a ranking of the discourse entities at different points throughout a discourse. Thus, if an entity is the subject, or is first-mentioned, or has the status of “backward-looking center” (Cb) (that is, the entity that links the current utterance to the last one, usually by appearing in some form in the current and previous utterance) then it receives a boost in its prominence ranking which is represented as the set of “forward-looking centers” (Cf) 1. The top-ranked entity in the Cf of an utterance is assumed to be the most prominent one, and this is commonly assumed to be the topic. CT does not specify how subjecthood, first-mention and previous discourse status interact with one another or whether they compete. It does however capture particular observations about discourse referents and provides a rough metric by which they can be assessed. One claim of CT is that a topic shift is more costly in processing terms than maintaining the same topic. Topic shift occurs when an entity that was not highly ranked in a previous utterance is the most highly ranked entity in the current utterance. One further observation

---

1. See, for example, the discussion in Gordon et al. (1993) about Cb status and prominence in the Cf.
that is frequently described in terms of CT is the repeated-name penalty (Gordon et al., 1993). CT makes the assumption that the top-ranked entity of a previous utterance should preferentially be realized as a pronoun (if anything in the current utterance is realized as a pronoun). This was tested by Gordon et al. (1993) who presented utterances in which the highest-ranked entity of a previous utterance was realized as a repeated name in the current utterance rather than a pronoun. This led to a disruption in reading times on the repeated name, in comparison to utterances that contained a pronoun.

While many individual factors have been identified as contributing to discourse prominence, a precise understanding of how these factors interact, and what the underlying processes are that drive the observed effects, has not yet been reached. The current study aims to explore the influence of the previous discourse on pronoun resolution. As far as possible this will be described in terms of CT, but the application of CT to the current materials is not unproblematic as is discussed below. The study can also be described in more theory neutral terms as exploring the influence of discourse topichood on pronoun processing. Interestingly, while many studies have looked at pronouns with two (or more) potential antecedents, not many have looked at two sentence-internal antecedents that are both subjects. Two recent eye-movement monitoring experiments, reported in Cunnings et al. (submitted) (henceforth Cunnings et al.), used such materials and found evidence of a recency preference while investigating the role of variable-binding and coreference in pronoun resolution in English. The Cunnings et al. study will be described and discussed below because the results are informative for the current study, and the materials for the current study are derived from their materials.

In Cunnings et al., native speakers of English read texts that consisted of a neutral introductory sentence, a critical sentence containing two potential antecedents and a third-person singular subject pronoun, and a neutral wrap-up sentence. In Experiment 1 both the potential antecedents had the grammatical role of subject in the critical sentence (see example [1]) and in Experiment 2 the first antecedent was in a cleft structure and the second was a grammatical subject (see example [2]). A match/mismatch paradigm was used, such that the pronoun matched in gender with both, neither, or only one of the antecedents presented. The antecedents were either quantifier phrases (QPs) or proper names. QPs were used because the study was investigating a timing hypothesis about variable-binding and coreference (see

2. Gordon et al. (1993) claim that the repeated-name penalty is applicable to all definite descriptions, not just names. It should be noted that much experimental work in this area has focused on names (e.g., Gordon et al., 1993; Gordon & Searce, 1995; Rose, 2007; Fukumara & Van Gompel, 2010; Gelormini-Lezama & Almor, 2011). This leaves open the question of whether the repeated-name penalty would be seen if definite descriptions were repeated. Secondly, Gordon and Hendrick (1998) claim that in complex constructions, the repeated-name penalty is reduced. This is certainly a logical expectation. If the reader is processing a complex discourse, processing resources for maintaining the topic of an utterance will be more limited. Therefore, reminding the reader/hearer more explicitly about the topic of an utterance by repeating a name might be more helpful than disruptive.
below). The QPs contained role names such as soldier and babysitter. The gender of the proper name and the pronoun was manipulated to create four conditions: double match, QP match, name match and no match.

[1] Cunnings et al. Experiment 1 materials
The squadron paraded through town. Every soldier who knew that {James/Helen} was watching was convinced that {he/she} should wave as the parade passed. The entire town was extremely proud that day.

The squadron paraded through town. It looked to {James/Helen} that every soldier was completely convinced that {he/she} should wave as the parade passed. The entire town was extremely proud that day.

In Experiment 1, there were effects of the gender match of the proper name (James/Helen) to the pronoun in early and late measures in the pronoun region and later measures in the spillover region, as well as some marginal effects in prefinal and final regions. When the proper name mismatched in gender with the pronoun, longer reading times were seen in all these measures and regions. There were no effects of the QP in any of the regions or measures, indicating that readers were not affected if the QP mismatched in gender with the pronoun. Results from the first experiment indicated clearly that the readers were considering the proper name as a potential antecedent but they were not considering the QP. There could be several reasons for such a result. It could, firstly, be because of properties of the antecedents themselves. For example, there could be a general dispreference for linking pronouns with QPs, especially when another potential antecedent (that is not a QP) is also present in the discourse. Burkhardt’s (2005) model and results from Carminati et al. (2002) indicate that this could indeed play a role because of the complexity of the QP’s representation. It is also the case that QPs, not having specific discourse referent (making coreference impossible and thereby acting as variable binders) may lack strong semantic cues, for example with regard to number, that the proper name referent has. Alternatively, it is possible that the preference for the proper name does not come from properties of the antecedents but from their position relative to the pronoun. Previous studies have shown that the cost associated with resolving a pronoun increases as the distance between pronoun and antecedent increases (Clark & Sengul, 1979; Streb et al., 2004). In order to understand the observed preference further, and attempt to distinguish between positional properties and properties of the antecedents themselves, Experiment 2 was carried out (see example [2]). In this experiment, the QP was nearest the pronoun, and the proper name was in a cleft structure at the beginning of the critical sentence. The same

3. The role names had been rated in a pretest according to whether they were typically male or typically female. Only the role names that scored highly (typically male or typically female) were included. Previous studies (Sturt, 2003; Kennison & Trofe, 2003) have shown that readers experience disruption in reading times when presented with nouns with stereotypical gender followed by a mismatching pronoun.
match/mismatch paradigm was used as in Experiment 1. This time, there were effects of the QP at first-pass times, rereading times (marginal) and total viewing times in the pronoun region, and rereading times in the spillover region. Reading times were longer for the QP mismatch conditions than the QP match conditions. In this experiment, then, readers were disrupted when the QP mismatched the pronoun in gender. Overall, the results from Cunnings et al. suggest that it was not properties of the antecedents themselves (or, indeed, the exact mechanism, variable-binding or coreference, by which they were linked to the pronoun) that determined the consideration of the antecedent when the pronoun was encountered. Instead there was a recency preference, regardless of the type of antecedent presented. The most recent antecedent was therefore more prominent than the earlier antecedent.

The findings of the Cunnings et al. experiments are important for this study not just because of the similarity of materials but also because they show that antecedents in a variable-binding relation to the pronoun and antecedents that are co-referential with the pronoun can both be affected by a recency preference. Whether the recency preference is driven by memory considerations or by discourse properties that prioritise the information in the relative clause, QPs and names were both affected by it during processing. When processing the pronoun, the reader’s attention was drawn to the most recent antecedent, which suggests that the different mechanisms of variable-binding and coreference can both be affected by the same factors that control prominence.

2. **The current study**

The current study (also described in Patterson, 2012) uses materials that are based on the materials from Cunnings et al. Experiment 1, with some modifications, and are described below. The current study investigates how pronoun processing is affected by topichood/Cb status from the prior discourse. Can a discourse referent receive facilitation (in terms of salience) from previous discourse status in the text, as suggested by CT? In theory-neutral terms, how does discourse topichood affect pronoun processing in a subsequent sentence? And how does the previous discourse status interact with other existing preferences: for example, can a boost in prominence from previous mention overcome the recency preference observed in Cunnings et al.?

The experimental materials were comprised of 24 short scenarios of three sentences each. The first sentence was the context sentence, the second was the critical sentence and the third was the wrap-up sentence (see example [3] below).

---

4. The latter question that is addressed in the current study has been changed since the Patterson (2012) paper because of the recency preference that was revealed in the Cunnings et al. experiments. Instead of investigating “pronoun resolution preferences with two potential subject antecedents” (Patterson, 2012: 101), the question has been reframed as the recency preference interacting with cues from the prior discourse.
Each scenario contained a pronoun and two potential antecedents (a QP and a
determiner phrase [DP]). Unlike Cunnings et al., the context sentence mentions
one of the two potential antecedents: this was systematically varied. The critical
sentence contained the pronoun and both potential antecedents. The first potential
antecedent in the critical sentence was a QP (e.g., every soldier), and the second was
a DP (e.g., the queen). All the nouns in the QPs were stereotypical role names as
in Cunnings et al. All the DPs were nouns with definitional gender. The overall
set of QPs did not differ in length or frequency from the set of DPs, although it
was not possible to match length and frequency in each individual item. To avoid
biases, the texts were composed so that either antecedent could plausibly be the
referent of the pronoun, but the gender cues determined the correct antecedent.

[3] Materials for the current study

<table>
<thead>
<tr>
<th>Antecedent, Context Match</th>
<th>Antecedent, Context Mismatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP ANTECEDENT, CONTEXT MATCH</td>
<td>The queen felt really quite uneasy about the squadron parade. Every soldier who knew that the queen was watching intently was absolutely convinced that she should wave as the parade passed. [wrap-up sentence]</td>
</tr>
<tr>
<td>DP ANTECEDENT, CONTEXT MISMATCH</td>
<td>The soldiers felt really quite uneasy about the squadron parade. Every soldier who knew that the queen was watching intently was absolutely convinced that she should wave as the parade passed. [wrap-up sentence]</td>
</tr>
<tr>
<td>QP ANTECEDENT, CONTEXT MATCH</td>
<td>The soldiers felt really quite uneasy about the squadron parade. Every soldier who knew that the queen was watching intently was absolutely convinced that he should wave as the parade passed. [wrap-up sentence]</td>
</tr>
<tr>
<td>QP ANTECEDENT, CONTEXT MISMATCH</td>
<td>The queen felt really quite uneasy about the squadron parade. Every soldier who knew that the queen was watching intently was absolutely convinced that he should wave as the parade passed. [wrap-up sentence]</td>
</tr>
</tbody>
</table>

Two factors were systematically varied to create the four experimental conditions
shown above. These factors were antecedent (DP or QP) and context (match or
mismatch). Antecedent refers to whether the pronoun matches in gender with the
QP antecedent or the DP antecedent. Context refers to whether the context sentence
matches or mismatches with the antecedent. We have already seen (from Cunnings
et al. Experiment 1) that the most recent antecedent in these sentence types (in this
case the DP) should be preferred, but that was in the absence of a prior context
that established “the soldiers” or “the queen” as a sentence topic. CT suggests that
previous discourse status is important in determining the prominence of entities in
the current utterance. This is because prominence in the Cf is affected not only by
first-mention and subjecthood but also by Cb status. Since the top-ranked entity
in Cf will be the preferred referent for a pronoun in a subsequent utterance, the
context match condition should have a processing advantage.
2.1. Applying CT assumptions to the current materials

There are some challenges in applying CT assumptions directly to the materials for the current experiment. The first challenge is the use of QPs such as every soldier which c-command the pronoun. As such, the link between the pronoun and the QP is established via variable-binding as opposed to coreference. The link between the DP and the pronoun can only be established via coreference, since the DP does not c-command the pronoun. One of the reasons why two different mechanisms for pronoun resolution have been proposed is that QPs are not referring expressions, and as such they cannot establish or refer to an individual in the discourse representation. In CT this makes it unclear what kind of representation of the QP appears in the ranking of Cf, since discourse referents are normally assumed here. The prominence hierarchy in CT models the state of the hearer’s/reader’s attention (Grosz et al., 1995). Whether we accept that the mental representation is separable from the semantic representation (e.g., mental models theory, Johnson-Laird, 1983; as applied to anaphora, Garnham & Oakhill, 1992; Garnham, 2001), or whether mental representations are propositional in nature, such as the representations in many semantic theories, there is general agreement that a QP such as every soldier does not invoke an individual discourse referent. What must be assumed is that a set of soldiers is invoked or introduced (or sets of sets according to traditional semantic notation) which may be represented along with its verbal argument, possibly in a tripartite structure. Can such representations be ranked as more or less salient in the same way as a normal discourse referent? I propose that the Cunnings et al. study described above provides evidence that a QP antecedent can indeed be influenced by factors contributing to prominence in the same way as a DP antecedent. As such, an attempt should be made to incorporate QPs into CT-based explanations, despite the fact that so far they have not been explicitly included. For the purpose of this study I will assume that a set, with or without its verbal argument, is subject to certain prominence factors and can therefore be represented and ranked in the Cf. I do not claim that QPs are equivalent in all aspects to DPs in terms of their representation. They are clearly different syntactically, semantically and even in their information structural status. I rather claim that, as far as QP antecedents can be influenced by recency, which may in turn be driven by discourse or memory considerations or both, they can be considered to be affected by certain prominence factors and thus should be considered under a CT approach. Another question is whether the DP forms part of the QP set because it is inside the relative clause. Again, because of DP’s ability to be prominent enough to create a recency preference in Cunnings et al., I will consider that it should be represented separately in the discourse as a normal entity.

The second challenge in applying CT to the current materials is that there is no consensus about what constitutes an utterance. While much debate and empirical testing has addressed the notion of utterances as sentences versus utterances as clauses (e.g., Kameyama, 1998), intervening relative clauses such as those in the
current materials have not been fully addressed (Poesio et al., 2004). I will therefore proceed as follows: the context sentence in the current experiment is a single clause and can be straightforwardly assigned to Utterance 1 (U1). The second sentence is long and somewhat complex and will be split into two utterances (U2 and U3). I will keep the QP, the intervening relative clause and the main verb together in U2, and start U3 at the CP following the main verb. This splits a complex sentence into coherent parts and crucially keeps the QP together with the verb, while allowing the complement of the main verb (which is a finite clause) to be separated. The CT analysis from which I derive my CT predictions is as follows:

DP antecedent, context match:
U1: The queen felt really quite uneasy about the squadron parade.  
No Cb.  Cf = {queen}  
U2: Every soldier who knew that the queen was watching intently was absolutely convinced  
Cb = queen.  Cf = {queen, soldiers}  
U3: that she should wave as the parade passed (she = queen)  
Cb = queen.

DP antecedent, context mismatch:
U1: The soldiers felt really quite uneasy about the squadron parade.  
No Cb.  Cf = {soldiers}  
U2: Every soldier who knew that the queen was watching intently was absolutely convinced  
Cb = soldiers.  Cf = {soldiers, queen}  
U3: that she should wave as the parade passed (she = queen)  
Cb = queen.

QP antecedent, context match:
U1: The soldiers felt really quite uneasy about the squadron parade.  
No Cb.  Cf = {soldiers}  
U2: Every soldier who knew that the queen was watching intently was absolutely convinced  
Cb = soldiers.  Cf = {soldiers, queen}  
U3: that he should wave as the parade passed (he = soldiers)  
Cb = soldiers.

QP antecedent, context mismatch:
U1: The queen felt really quite uneasy about the squadron parade.  
No Cb.  Cf = {queen}  
U2: Every soldier who knew that the queen was watching intently was absolutely convinced  
Cb = queen.  Cf = {queen, soldiers}  
U3: that he should wave as the parade passed (he = soldiers)  
Cb = soldiers.
This analysis makes the assumption that the Cb status in U2 is enough to bring that entity to the top of the Cf rankings. This assumes that the importance of Cb status outweighs the prominence factors that drive the recency preference, and also that it outweighs first-mention, which is often cited as important in the Cf rankings. I propose that first-mention can be discounted in these materials because, as the results of Cunnings et al. showed, it did not influence the pronoun preferences in almost identical materials. Subjecthood can also be discounted because there are two subjects in U2. The question remains as to whether recency or Cb status will be more important in the rankings of U2. Specific predictions are made in the section below.

Outside of CT, the materials can be thought of in terms of topichood. In the context sentence, either the soldiers or the queen are the sentence topics. Under the definition of Cowles et al. (2007), whether they are also discourse topics depends on whether an intervening topic is found in the following sentence. In the critical sentence of the materials, which is the sentence containing the pronoun, there is a QP in the matrix clause and a DP in the relative clause. As observed above, QPs are thought not to serve as topics. It is also unlikely that the DP inside the relative clause can be thought of as a sentence topic here, because it is not in the matrix clause. Under this analysis, there is no intervening topic before the pronoun is encountered. If the pronoun is searching for a cognitively prominent discourse or indeed sentence topic, it should find the subject of the context sentence. This leads to the same predictions as the CT analysis above.

Note, however, that both of these proposals assume that the preferences which were found in the Cunnings et al. study are overridden by the effects of the context sentence. It could be that the very local preferences take priority, or that local recency preferences interact with the prominence from the context sentence. Note too that introducing the context sentence may in fact disrupt the coherence of the texts by introducing competing prominence cues for the entities. For simplicity, I will restrict my predictions to those where the prior discourse overrides recency considerations, and those where it does not.

3. Predictions

Under a CT analysis, if Cb status boosts the prominence of an entity in the Cf of U2, the processing of the pronoun will be easier when it matches the top-ranked entity as opposed to when it mismatches. This should lead to disruption in reading measures in the mismatching context conditions.

The same outcome is expected if pronouns search for a cognitively prominent discourse topic, and very local preferences are outweighed by this.

If Cb status/discourse topichood does not override the recency preference, there should be an effect of antecedent such that the DP conditions have shorter reading times than the QP conditions, because the DP is the most recent antecedent.
4. Method

Scenarios were distributed among four lists in a Latin-square design so that each participant saw 6 items in each condition, and they did not see the same item in more than one condition. The lists were pseudo-randomized with fillers and pseudo-fillers\(^5\) so that items did not appear close together. The item order of the four lists was reversed to create four further lists, so that there were eight lists in total. Participants were 35 native speakers of English who were recruited from the University of Essex and the surrounding community. All were paid £7 for their participation. All participants confirmed that they had not been diagnosed with any language difficulty/disorder. Some participants wore contact lenses or glasses during the experiment, and all reported that they could read from the screen successfully.

Eye movement data was recorded using the head-mounted EyeLink II system (by SR Research, Canada). Participants were seated in front of a PC monitor at a distance of 80 cm. They wore a headset carrying two eye cameras and a head camera, with a rubber cap underneath the headset to prevent it from slipping during the experiment. The head camera compensated for small head movements that might be made during recording via the tracking of LEDs at the four corners of the display monitor. The position of the eye cameras was adjusted for each participant. Data from the right eye was recorded, with the pupil being tracked at a 500 Hz sampling rate. There was a drift correction procedure before each trial in which a target appeared in the top left of the screen (above the position where the text would start in the next trial), and participants had to press a button while fixating on the target. After set up, participants were presented with a screen containing instructions, followed by seven practice trials, three of which had practice comprehension questions. Responses to the comprehension questions and to the drift correction screen were made using a USB gamepad connected to the host PC. Participants were instructed to sit still for the duration of the experiment.

Following two thirds of the trials there were comprehension questions. This was to ensure that the participants were reading and understanding the trials that were presented. Comprehension questions did not explicitly probe the referent of the pronoun, in order not to draw attention to the purpose of the experiment or encourage strategic reading behaviour. After the eye-tracking part of the experiment, 36 real fillers and 12 pseudo-fillers were used. The pseudo-fillers were materials for a different experiment (not described here), they contained a pronoun and two potential antecedents, but were of a different structure to the experimental items. The real fillers were of a different structure to the experimental items. Half of the fillers were sentences without pronouns but of a comparable length to the experimental items (they contained names and occupations, like the experimental items); there were also 4 items containing reflexives, and 14 containing pronouns of a different type to those in the experimental items.

\(^5\) 36 real fillers and 12 pseudo-fillers were used. The pseudo-fillers were materials for a different experiment (not described here), they contained a pronoun and two potential antecedents, but were of a different structure to the experimental items. The real fillers were of a different structure to the experimental items. Half of the fillers were sentences without pronouns but of a comparable length to the experimental items (they contained names and occupations, like the experimental items); there were also 4 items containing reflexives, and 14 containing pronouns of a different type to those in the experimental items.

URL: http://discours.revues.org/8820
experiment was complete, participants took a working memory test and finally they did a questionnaire experiment. The experiment session took around 1 hour in total.

5. Data preparation

Data preparation remains the same as reported in Patterson (2012). Individual fixations shorter than 80 ms and within 1 degree of visual angle of a neighbouring fixation were merged with the neighbouring fixation. Other fixations shorter than 80 ms, and longer than 1,000 ms, were removed. Data from three participants were removed due to excessive track loss, leaving data from 32 participants. Three individual trials were removed from the analysis due to excessive track loss, representing 0.5% of the data. Within a trial, regions that were initially skipped were removed from the analysis.

6. Data analysis

The experimental sentences were divided into regions for analysis. The regions of analysis were divided in the same way as reported in Patterson (2012), but additional regions are reported on here (prefinal and final), and the precritical region is examined in more detail. The regions of interest are the precritical region (one word before the critical region), the critical region (that he or that she), the spillover region (two words following the critical region), the prefinal region (two words following the spillover region) and the final region (two words following the prefinal region, always the end of the critical sentence). Five eye-tracking measures were analyzed: first-fixation durations, first-pass times, regression-path times, rereading times and total viewing times.

For the new analysis, the dataset was transformed using a logarithmic transformation \( \log(x + 1) \). Untransformed and transformed data was plotted against a normal distribution line and visually inspected. Where the transformed data better fitted the normal distribution, it was used in the analysis in place of the untransformed data. This was the case for all regions and measures except the rereading times (all regions). Untransformed data was used in the rereading times. The data transformation is a crucial difference in the analysis between Patterson (2012) and the new analysis presented here. Log transformation can ensure that outlying data points do not exert an undue influence on the data analysis. The data was analyzed with linear mixed effects models using the lmer function in the lme4 package in R (Bates et al., 2012). This is the other crucial difference from

---

6. \( \log(x + 1) \): 1 was added to each point in the dataset before transformation so that no datapoint would equal zero. Zero cannot be log-transformed.
the previous analysis, which used ANOVAs. There are several advantages to using mixed effects models for analyzing data from linguistic experiments (see Quené & Van den Bergh, 2004; Baayen, 2008; Baayen et al., 2008). Mixed effects models use the raw data as opposed to means, and the random factors of participants and items can be accounted for in the same analysis. They also take better account of the variance that comes about through sampling participants and items.

The fixed factors in the analysis were antecedent (DP or QP), context (match or mismatch), and an interaction (antecedent x context). The inclusion of each fixed factor in the model was tested by comparing a model containing the factor of interest to a model without the factor of interest, using a Likelihood ratio test. The first test compared the model with all fixed factors to a model with only antecedent and context, without the interaction. If the additional interaction failed to improve the model (determined by \( p < 0.10 \), antecedent and context were tested one by one for inclusion. If neither factor on its own improved the model, the empty model was considered the best model, i.e., the factors in question did not have an effect on the results. For the random part of the model, the full random effects structure was preferred (Barr et al., 2013). However, it was not always possible to use the full random effects structure because of non-convergence. Within each region/measure, effects were removed from the random part of the model one by one, starting with the interaction, until a converging model was found (as suggested by Barr et al., 2013). Likelihood ratio tests for the fixed factors were always conducted using models that had the same random effects structure, to avoid additional differences in degrees of freedom between the models being compared. Where the interaction was found to be significant, the factor antecedent was relevelled and the model run again to obtain the coefficient for the effect of context at this level. P-values for the coefficients in the best model per region/measure were derived from the upper bound of the t-statistic (Baayen, 2008).

7. Results

7.1. Comprehension questions

Three questions were removed from the analysis of the comprehension question scores because they were ambiguous and received low response accuracy rates. For the remaining questions, the overall correct response rate was 84%. No individual participant scored below 70%.

7.2. Eye-movement data

The skipping rates in the analyzed regions were as follows: precritical, 22%; critical, 21%; spillover, 8%; prefinal, 15%; final, 11%.

The means and standard deviations for all measures in all analyzed regions are shown in Table 1, and the outcomes of the statistical analysis are shown in Table 2.
<table>
<thead>
<tr>
<th></th>
<th>First-fixation mean</th>
<th>First-pass mean</th>
<th>Regression-path mean</th>
<th>Rereading mean</th>
<th>Total mean</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PRECRI TICAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match</td>
<td>211 (68)</td>
<td>244 (124)</td>
<td>312 (253)</td>
<td>126 (251)</td>
<td>370 (298)</td>
</tr>
<tr>
<td>DP, context mismatch</td>
<td>233 (87)</td>
<td>262 (126)</td>
<td>359 (424)</td>
<td>113 (226)</td>
<td>375 (254)</td>
</tr>
<tr>
<td>QP, context match</td>
<td>222 (73)</td>
<td>240 (90)</td>
<td>379 (424)</td>
<td>124 (259)</td>
<td>364 (273)</td>
</tr>
<tr>
<td>QP, context mismatch</td>
<td>210 (62)</td>
<td>231 (96)</td>
<td>330 (315)</td>
<td>128 (260)</td>
<td>359 (273)</td>
</tr>
<tr>
<td><strong>CRITICAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match</td>
<td>199 (53)</td>
<td>258 (150)</td>
<td>358 (378)</td>
<td>163 (212)</td>
<td>421 (448)</td>
</tr>
<tr>
<td>DP, context mismatch</td>
<td>212 (80)</td>
<td>265 (148)</td>
<td>329 (277)</td>
<td>153 (279)</td>
<td>418 (311)</td>
</tr>
<tr>
<td>QP, context match</td>
<td>206 (60)</td>
<td>273 (124)</td>
<td>404 (430)</td>
<td>203 (362)</td>
<td>476 (388)</td>
</tr>
<tr>
<td>QP, context mismatch</td>
<td>213 (75)</td>
<td>250 (108)</td>
<td>320 (316)</td>
<td>188 (296)</td>
<td>438 (327)</td>
</tr>
<tr>
<td><strong>SPILLOVER REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match</td>
<td>204 (80)</td>
<td>292 (188)</td>
<td>430 (459)</td>
<td>243 (336)</td>
<td>536 (380)</td>
</tr>
<tr>
<td>DP, context mismatch</td>
<td>195 (58)</td>
<td>273 (172)</td>
<td>340 (270)</td>
<td>184 (300)</td>
<td>457 (324)</td>
</tr>
<tr>
<td>QP, context match</td>
<td>198 (71)</td>
<td>291 (184)</td>
<td>447 (535)</td>
<td>214 (350)</td>
<td>505 (434)</td>
</tr>
<tr>
<td>QP, context mismatch</td>
<td>204 (68)</td>
<td>288 (157)</td>
<td>416 (471)</td>
<td>232 (317)</td>
<td>520 (347)</td>
</tr>
<tr>
<td><strong>PREFINAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match</td>
<td>211 (61)</td>
<td>281 (144)</td>
<td>438 (371)</td>
<td>182 (289)</td>
<td>464 (314)</td>
</tr>
<tr>
<td>DP, context mismatch</td>
<td>211 (64)</td>
<td>273 (138)</td>
<td>492 (721)</td>
<td>173 (278)</td>
<td>446 (306)</td>
</tr>
<tr>
<td>QP, context match</td>
<td>206 (60)</td>
<td>285 (152)</td>
<td>417 (498)</td>
<td>140 (227)</td>
<td>425 (259)</td>
</tr>
<tr>
<td>QP, context mismatch</td>
<td>217 (72)</td>
<td>311 (161)</td>
<td>448 (340)</td>
<td>205 (335)</td>
<td>516 (377)</td>
</tr>
<tr>
<td><strong>FINAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match</td>
<td>224 (79)</td>
<td>312 (180)</td>
<td>991 (1573)</td>
<td>129 (220)</td>
<td>441 (271)</td>
</tr>
<tr>
<td>DP, context mismatch</td>
<td>202 (67)</td>
<td>310 (177)</td>
<td>769 (1019)</td>
<td>126 (280)</td>
<td>436 (345)</td>
</tr>
<tr>
<td>QP, context match</td>
<td>203 (73)</td>
<td>297 (165)</td>
<td>825 (1331)</td>
<td>140 (236)</td>
<td>437 (314)</td>
</tr>
<tr>
<td>QP, context mismatch</td>
<td>213 (75)</td>
<td>312 (199)</td>
<td>812 (986)</td>
<td>134 (237)</td>
<td>446 (329)</td>
</tr>
</tbody>
</table>

Table 1. Means for all conditions in milliseconds (with standard deviations shown in brackets) for first-fixation durations, first-pass times, regression-path times, rereading times and total viewing times in all regions from precritical to final.

Discourse Coherence in Pronoun Resolution
<table>
<thead>
<tr>
<th></th>
<th>First-fixation durations</th>
<th></th>
<th>First-pass times</th>
<th></th>
<th>Regression-path times</th>
<th></th>
<th>Rereading times</th>
<th></th>
<th>Total viewing times</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (SE)</td>
<td>t-value</td>
<td>Estimate (SE)</td>
<td>t-value</td>
<td>Estimate (SE)</td>
<td>t-value</td>
<td>Estimate (SE)</td>
<td>t-value</td>
<td>Estimate (SE)</td>
<td>t-value</td>
</tr>
<tr>
<td><strong>PRECRITICAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antecedent</td>
<td>0.05 (0.04)</td>
<td>1.27</td>
<td>0.02 (0.04)</td>
<td>0.55</td>
<td>0.14 (0.08)</td>
<td>1.72(*)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Context</td>
<td>0.10 (0.04)</td>
<td>2.41*</td>
<td>0.10 (0.07)</td>
<td>1.81(*)</td>
<td>0.12 (0.08)</td>
<td>1.52</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Antecedent x Context</td>
<td>-0.14 (0.07)</td>
<td>-3.03**</td>
<td>-0.13 (0.06)</td>
<td>-2.43*</td>
<td>-0.20 (0.08)</td>
<td>-2.39*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Context (antecedent = QP)</td>
<td>-0.04</td>
<td>-0.98</td>
<td>-0.04</td>
<td>-0.66</td>
<td>-0.09</td>
<td>-1.13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>CRITICAL REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antecedent</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.10 (0.09)</td>
<td>-2.17*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Antecedent x Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td><strong>SPILLOVER REGION</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antecedent</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.01 (0.07)</td>
<td>-0.07</td>
<td>-35.26 (54.60)</td>
<td>-1.02</td>
<td>-0.12 (0.07)</td>
<td>-1.70(*)</td>
</tr>
<tr>
<td>Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.14 (0.07)</td>
<td>-1.86(*)</td>
<td>-64.28 (32.04)</td>
<td>-2.01*</td>
<td>-0.14 (0.06)</td>
<td>-2.29*</td>
</tr>
<tr>
<td>Antecedent x Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.17 (0.08)</td>
<td>1.95(*)</td>
<td>78.57 (43.94)</td>
<td>1.79(*)</td>
<td>0.24 (0.08)</td>
<td>2.87**</td>
</tr>
<tr>
<td>----------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>-----------</td>
<td>--------</td>
<td>-------------</td>
<td>--------</td>
<td>------------</td>
<td>--------</td>
</tr>
<tr>
<td>Context (antecedent - QP)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td>0.42</td>
<td>14.28</td>
<td>0.45</td>
<td>0.09</td>
<td>1.42</td>
</tr>
</tbody>
</table>

**PREFINAL REGION**

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Antecedent x Context</td>
<td>-</td>
<td>-</td>
<td>0.11 (0.06)</td>
<td>1.79(*)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.19 (0.10)</td>
<td>1.79(*)</td>
</tr>
<tr>
<td>Context (antecedent - QP)</td>
<td>0.11</td>
<td>-</td>
<td>2.24*</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.15</td>
<td>2.22*</td>
<td></td>
</tr>
</tbody>
</table>

**FINAL REGION**

<table>
<thead>
<tr>
<th>Antecedent</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
<th>-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Antecedent x Context</td>
<td>-</td>
<td>-</td>
<td>0.14 (0.05)</td>
<td>2.90**</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Context (antecedent - QP)</td>
<td>0.04</td>
<td>-</td>
<td>1.27</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2. Outcome of the modelling process for each region and measure. The estimate for the adjustment for each factor in the model is given in the “estimate” column, and the standard error of the estimate is shown in brackets. The t-value for each estimate is given with the significance level indicated: (*) = p < .10, * = p < .05, ** = p < .001. The baseline for the antecedent was DP and the baseline for the context is match. Coefficient estimates and t-values are not given (indicated by “-”) when the outcome of the modelling process was that the empty model was the best model.
In all models the baseline for the factor antecedent is DP and the baseline for the factor context is match. When there was an interaction between the main effects, the factor antecedent was relevelled (so that the baseline was QP) and the model run again to obtain the coefficient for the effect of context at this level. Note that when there is a significant interaction, any main effects are interpreted in relation to the interaction. The models are estimated using two categorical factors of two levels each, so that in the presence of an interaction the estimates all need to be interpreted in relation to the baseline. The positive or negative value of the estimate and corresponding t-value indicates the direction of the effect. In the presence of an interaction, a significant main effect of the factor antecedent reveals a difference between the QP and DP conditions when context = match (i.e., a difference between the two match conditions). A significant main effect of the factor context reveals a difference between the match and the mismatch conditions when antecedent = DP. A main effect of context in the relevelled model reveals a difference between match and mismatch conditions when antecedent = QP. A significant interaction itself reveals a difference between the two mismatch conditions. When there is no interaction, significant main effects can be interpreted in the usual way, e.g., a main effect of context reveals an overall difference between the match and the mismatch conditions.

In the precritical region, first-fixation durations, first-pass times and regression-path times show a significant interaction between antecedent and context (first-fixation durations $\beta = -0.14, t = -3.03$; first-pass times $\beta = -0.13, t = -2.43$; regression-path times $\beta = -0.20, t = -2.49$). The mismatch condition has shorter first-fixation durations, first-pass times and regression-path times when the antecedent is a QP compared to when it is a DP. In first-fixation durations (see Figure 1), there is also a significant main effect of context ($\beta = 0.10, t = 2.41$) in the presence of the interaction. This shows that for the DP antecedent, the mismatching context has significantly higher first-fixation durations than the matching context. The difference between match and mismatch in the QP conditions was non-significant. The main effect of antecedent was also non-significant. A very similar pattern is seen in the first-pass times of the precritical region (see Figure 2). There is a significant interaction between antecedent and context, and a marginally significant effect of context ($\beta = 0.10, t = 1.81$). The main effect of antecedent is non-significant as is the effect of context in the QP conditions. In regression-path times (see Figure 3), in addition to the significant interaction, there is a marginally significant effect of antecedent ($\beta = 0.14, t = 1.72$) showing that the match condition has marginally longer regression-path times in the QP compared to the DP condition. The effect of context is not significant in the DP conditions or the QP conditions. For the rereading times and the total viewing times in this region, no effects or interactions significantly improved model fit.

In the critical region, the analysis showed no significant effects in the early measures (first-fixation durations and first-pass times). For the regression-path
times, the best model was one in which only context was included as a fixed factor. There was a significant main effect of context ($\beta = -0.10, t = -2.17$); this shows that overall the match conditions had longer regression-path times than the mismatch conditions, as can be seen in Figure 4. This pattern of results can be seen as a numerical trend in the rereading times in the critical region but the analysis revealed no significant effects here or in the total viewing times.

In the spillover region, the analysis showed no significant effects in the early measures (first-fixation durations and first-pass times), although numerically the first-pass times follow the same pattern as the later measures. The total viewing times (an aggregate measure) show a significant interaction of antecedent and context ($\beta = 0.24, t = 2.87$). This is reflected in both regression-path times and rereading times as a marginal interaction (regression-path times $\beta = 0.17, t = 1.95$; rereading times $\beta = 78.57, t = 1.79$). This shows that the QP mismatch condition has longer total viewing times (and marginally longer regression and rereading times) than the DP mismatch condition. In regression-path times (see Figure 5) there is a marginally significant main effect of context ($\beta = -0.14, t = -1.86$), showing that the DP match condition had marginally longer regression-path times than the DP mismatch condition. There was no effect of context in the QP conditions and no main effect of antecedent. A very similar pattern is seen in the rereading times (see Figure 6). In the presence of a marginally significant interaction between antecedent and context, there is a significant main effect of context ($\beta = -0.28, t = -2.01$), showing longer rereading times in the DP match condition compared to the DP mismatch condition. The main effect of antecedent is non-significant as is the effect of context in the QP conditions. In total viewing times (see Figure 7), in addition to the significant interaction there is a marginally significant effect of antecedent ($\beta = -0.12, t = -1.70$) showing that there are marginally longer total viewing times in the DP match condition compared to the DP mismatch condition. There is a significant effect of context in the QP conditions ($\beta = -0.14, t = -2.29$) with longer total viewing times for DP match compared to DP mismatch. There is no effect of context in the QP conditions.

In the prefinal region, the total viewing times showed a marginally significant interaction between antecedent and context ($\beta = 0.19, t = 1.79$) (see Figure 8); this was also seen in the first-pass times ($\beta = 0.11, t = 1.79$) (see Figure 9). This shows marginally longer total viewing and first-pass times in the QP mismatch condition compared to the DP mismatch condition. There is no main effect of context in either measure in the DP conditions but there is a main effect of context in the QP conditions (first-pass times $\beta = 0.11, t = 2.24$; total viewing times $\beta = 0.15, t = 2.22$), with longer first-pass and total viewing times in the

---

7. Recall that the data for the rereading times was not log-transformed before analysis, unlike the data from the other measures. This is why the coefficient appears much larger for the rereading times in comparison to other measures.
mismatch condition compared to the match condition. There is also no effect of antecedent in either measure showing that there is no difference between the QP match and the DP match conditions. There were no significant effects or interactions in the first-fixation durations, regression-path times or rereading times, although the numerical trends are mainly in the same direction as the effects (little difference between match and mismatch for the DP conditions, but a numerically bigger difference between them in QP conditions, where mismatch produces higher reading times).

In the final region, it is only the first-fixation durations that show any effects (see Figure 10). Here, there is a significant interaction between antecedent and context ($\beta = 0.14, t = 2.90$), as well as main effects of antecedent ($\beta = -0.10, t = -2.82$) and context in the DP conditions ($\beta = -0.10, t = -2.83$), but not in the QP conditions. The interaction shows that the QP mismatch condition has longer first-fixation durations compared to the DP mismatch condition. In the presence of the interaction, the main effect of antecedent shows that first-fixation durations are longer for the DP match condition than for the QP match condition. The effect of context shows that the DP match condition has significantly longer first-fixation durations than the DP mismatch condition. In the QP conditions, there is no effect of context.

![Figure 1. Mean first-fixation durations in the precritical region, per condition. Error bars are 95% confidence intervals](http://discours.revues.org/8820)
Figure 2. Mean first-pass times in the precritical region, per condition. Error bars are 95% confidence intervals.

Figure 3. Mean regression-path times in the precritical region, per condition. Error bars are 95% confidence intervals.
Figure 4. Mean regression-path times in the critical region, per condition. Error bars are 95% confidence intervals.

Figure 5. Mean regression-path times in the spillover region, per condition. Error bars are 95% confidence intervals.
Figure 6. Mean rereading times in the spillover region, per condition. Error bars are 95% confidence intervals.

Figure 7. Mean total viewing times in the spillover region, per condition. Error bars are 95% confidence intervals.
Figure 8. Mean total viewing times in the prefinal region, per condition. Error bars are 95% confidence intervals.

Figure 9. Mean total first-pass times in the prefinal region, per condition. Error bars are 95% confidence intervals.

URL: http://discours.revues.org/8820
8. Discussion

For the sake of comparison, the results and conclusions from the Patterson (2012) paper are summarized here, before the results from the new analysis (given above) are discussed. Firstly there was an effect of the discourse manipulation in first-fixations in the critical region, with significantly shorter durations in the context match conditions (not found in the new analysis). In the regression-path times, there was a marginally significant effect of context in the opposite direction, that is, longer regression-path times for the context match conditions (seen also in the new analysis). In the spillover region, there was a marginal effect of context in the regression-path times (item-analysis only) with longer regression-path times in the context match conditions. This pattern was also seen in the rereading times and total viewing times. This set of results suggested that there was a very early effect of context in the expected direction, that is, matching contexts being less disruptive than mismatching contexts. This effect is fleeting, however, because it has reversed at the regression-path times in the same region, still a relatively early measure. All other results, both in the critical and the spillover regions, show longer reading times for the context match conditions. The results appeared to show, firstly, that discourse factors could influence very early stages of pronoun processing. It was suggested that the reverse effect, when the mismatching contexts had shorter reading times, could be due to repeated-name penalty effects. This was unexpected, because the
repeated-name penalty has been mainly looked for at the repeated name itself, rather than downstream of the repetition, also because repeated names are not expected to be as apparent in more complex discourses, and because it was unclear whether the repeated-name penalty could be extended to referents other than proper names. It was speculated that the likely cause of the repeated-name penalty was an upset in discourse coherence. This upset may have effects downstream of the repetition itself, and in particular could involve pronouns which have to search for or reactivate previous referents from the discourse. The discrepancy between the very early context match advantage and its later disadvantage was explained as a difference in timing for different types of discourse information. An early advantage was seen for the antecedent that had received a boost in activation from the prior context, but later during processing the overall discourse coherence was taken into account, with disrupted coherence (via the repeated NPs in the context match conditions) causing disrupted reading times. The Patterson (2012) paper therefore argued for discourse effects to be considered not as a whole, but as various different factors that can take effect at different times during pronoun processing. As far as pronoun resolution preferences with two potential subject antecedents are concerned, the statistical analysis brought out no obvious differences between the DP and the QP antecedent, despite the existence of numerically different trends for the two antecedents.

The advantage of the new analysis presented in this paper is that it brings out differences that were previously overlooked. Although the difference in first-fixation durations in the critical region is no longer significant, the effect in the regression-path times is seen in both analyses, and is fully significant in the new analysis. The new analysis also brings out the trends seen in the spillover region, where there was an advantage for the context mismatch condition for the DP antecedent but not for the QP. The data from the prefinal and final regions was not presented in the Patterson (2012) paper, but it is presented here and the data shows an interesting contrast. In the prefinal region, there is an advantage for the context match condition when the antecedent is a QP, but no such advantage for the DP. The effects in the final region reflect effects seen in earlier regions. In contrast to the previous analysis, in the critical region there is only a disadvantage for the context match condition, rather than an early advantage followed by a later disadvantage. Although this was not considered in Patterson (2012), one possible explanation for the reversal is that the effect at first-fixation durations was the result of participants regressing out of the critical region quickly to reread previous material in the context match conditions, whereas they fixated for longer in the mismatch conditions but then progressed to the next region. The inflated regression-path times for the context match conditions support this, so that the two results together suggest more difficulty overall with the match conditions. In any case, the first-fixation durations do not show any significant effects in the new analysis, and we have to rely on the regression-path times alone to demonstrate the disruptive effect of the match conditions. What is also seen in the new analysis is an interaction between context and antecedent, with effects of the context manipulation on the DP in one region and effects on the...
QP in the next region. This pattern from the new analysis ties in with the results of the Cunnings et al. study. In Cunnings et al., where the prior context was not manipulated, there was a preference for the most recent antecedent. In the current study, the DP is always the recent antecedent so it can be expected that the DP conditions will enjoy an advantage over the QP conditions. Such an advantage can be seen indirectly in the earlier effects of context on the DP compared to the QP. This is discussed in more detail below.

The results of the new analysis are now summarized and discussed. In the precritical region, there was an interaction between antecedent and context in the early measures, with mismatching contexts having longer reading times when the DP was the antecedent than when the QP was the antecedent. Normally, the precritical region is checked to ensure that any effects seen at the critical region and beyond can really be attributed to the critical region (containing the pronoun), and did not start beforehand. The precritical region contained the verb for which the QP was the subject (in all four conditions). The only difference between conditions at this point was that the context sentences were different; the DP context match and the QP context mismatch contained “the queen” in the context sentence and the DP context mismatch and the QP context match began with “the soldiers”. Conditions beginning with “the queen” were easier to process at the precritical region than those beginning with “the soldiers”. If the cost of establishing a representation of the QP is affected by the content of the previous sentence, this could help to explain the pattern observed at the precritical region, since the verb must be linked specifically to the QP. A post-hoc analysis of early reading times at the QP was carried out to explore this possibility. Tables 3 and 4 below show the means and model outcomes for three measures in this region and also in the DP region.

The post-hoc analysis shows that first-pass times and total viewing times of the QP were affected by the context sentence, with shorter reading times when the context sentence began with “the soldiers”. This suggests that the QP was easier to process when a set of soldiers had already been introduced into the discourse by the NP “the soldiers”. The finding that linking the verb in the precritical region to the QP was more difficult in these conditions is then perhaps counter-intuitive. But in memory literature it has been argued that more processing effort during encoding can lead to reduced effort in later reaccess, because the extra effort involved in encoding increases salience (see discussion in Van Gompel & Majid, 2004). The extra effort in encoding every soldier when only the queen has previously been introduced could have led to reduced processing times when every soldier was reactivated at the verb.

---

8. Data treatment and modelling were the same as for the main analysis. The data was recoded to create a two-level factor called contNP, which indicated whether the context sentence began with “the soldiers” or “the queen”. The baseline was “soldiers”.

9. Another possibility is that, while in the precritical region, readers were able to engage in parafoveal processing of the next region which contained the pronoun thereby leading to the interaction. However this is unlikely because the critical region consisted of that he or that she, and parafoveal processing of upcoming material is limited to approximately 6 characters.
<table>
<thead>
<tr>
<th>QP REGION</th>
<th>First-fixation durations</th>
<th>First-pass times</th>
<th>Total viewing times</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP, context match Context = queen</td>
<td>191 (82)</td>
<td>496 (220)</td>
<td>692 (381)</td>
</tr>
<tr>
<td>DP, context mismatch Context = soldiers</td>
<td>193 (69)</td>
<td>248 (203)</td>
<td>658 (426)</td>
</tr>
<tr>
<td>DP, context match Context = soldiers</td>
<td>200 (81)</td>
<td>437 (181)</td>
<td>635 (358)</td>
</tr>
<tr>
<td>DP, context mismatch Context = queen</td>
<td>186 (77)</td>
<td>485 (212)</td>
<td>696 (390)</td>
</tr>
<tr>
<td>DP REGION</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DP, context match Context = queen</td>
<td>202 (67)</td>
<td>408 (207)</td>
<td>662 (401)</td>
</tr>
<tr>
<td>DP, context mismatch Context = soldiers</td>
<td>210 (62)</td>
<td>478 (272)</td>
<td>792 (502)</td>
</tr>
<tr>
<td>DP, context match Context = soldiers</td>
<td>209 (62)</td>
<td>492 (142)</td>
<td>821 (582)</td>
</tr>
<tr>
<td>DP, context mismatch Context = queen</td>
<td>214 (73)</td>
<td>417 (210)</td>
<td>691 (482)</td>
</tr>
</tbody>
</table>

Table 3. Means for all conditions in milliseconds (with standard deviations shown in brackets) for first-fixation durations, first-pass times, and total viewing times in the QP and DP regions.

<table>
<thead>
<tr>
<th>ContNP</th>
<th>Estimate (SE)</th>
<th>t-value</th>
<th>Estimate (SE)</th>
<th>t-value</th>
<th>Estimate (SE)</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>QP REGION</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ContNP</td>
<td></td>
<td>0.12 (0.03)</td>
<td>4.78**</td>
<td>0.09 (0.04)</td>
<td>2.37*</td>
<td></td>
</tr>
<tr>
<td>DP REGION</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ContNP</td>
<td></td>
<td>-0.13 (0.03)</td>
<td>-3.92**</td>
<td>-0.16 (0.05)</td>
<td>-2.87*</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Outcome of the modelling process for QP and DP regions, early measures. The estimate for the adjustment for the contNP factor in the model is given in the “estimate” column, and the standard error of the estimate is shown in brackets. The t-value is given with the significance level indicated: (*) = p < .10, * = p < .05, ** = p < .001. The baseline for contNP was "soldiers". Coefficient estimates and t-values are not given (indicated by “-“) when the outcome of the modelling process was that the empty model was the best model.
The pattern in the critical region for the DP conditions is different from the precritical region, suggesting that the effects here are based on encountering the pronoun. There was an effect of context in the regression-path times; readers took longer to go past the critical region when contexts were matching compared to when they were mismatching, which implies an elevated processing cost for the matching contexts. This is the opposite of what was predicted; the context match conditions were expected to boost the prominence of the antecedent, making it easier to process. The pattern for the QP conditions has not changed from the precritical region. If we take the precritical region into account here as well, what could be driving the main effect of context in the critical region is a change in pattern for the DP and no change in pattern for the QP. This is consistent with the fact that the context appears to affect the QP at a later point than the DP, as we see in the spillover and prefinal regions. In the spillover region, there is a significant or marginally significant interaction between antecedent and context in regression-path times, rereading times and total viewing times. Looking just at the DP antecedent, the matching condition takes longer to process than the mismatching condition (marginally so in regression-path times), which is also the pattern observed in the critical region. In the prefinal region, it is the QP, not the DP, that is affected by the context manipulation. In first-pass and total viewing times there is a marginal interaction between antecedent and context. There is a significant effect of context when the antecedent is a QP but not when the antecedent is a DP. The QP in this region is affected differently by the context manipulation than the DP was in the region before. Here, there is an advantage for the matching context rather than a processing cost. The DP in this region is unaffected by the manipulation of context.

The effects of the context manipulation are seen reasonably early in the pronoun region for the DP and continue into the spillover region. The matching context causes disruption for the DP antecedent. Effects of context on the QP antecedent emerge in the prefinal region, where matching contexts are more helpful than the mismatching contexts. The effect of the context manipulation, then, is not uniform, contrary to the predictions. In CT terms, it was expected that Cb status would boost the ranking of an entity in the Cf of U2, leading to easier processing for the pronoun in U3. In non-CT terms, establishing a topic in the first sentence should lead to easier processing when the pronoun matched the topic, because no intervening entity provided a competing sentence topic. This was not the case. It was also not the case that the recency preference observed in the Cunnings et al. study overruled any effects of the context sentence. The recency preference however did emerge as a later effect of context on the QP than on the DP. This is likely to reflect some extra processing involved in recovering the QP antecedent because, not being the most recent antecedent, it was dispreferred.

The context did not overrule the recency preference, nor did the recency preference overrule the context. Rather, the context had a different effect on the two antecedents. How can this differential pattern be explained? One potential explanation, also discussed in the Patterson (2012) paper, is an extended repeated
name penalty. When “the queen” is introduced in the context sentence, repeated mention of it in the critical sentence, as opposed to use of a pronoun, could have incurred a repeated name penalty (as suggested by Gordon et al., 1993). The penalty is also found when the pronoun refers to the DP, causing processing difficulty in the DP/context match condition. But this explanation is contradicted by the findings of the post-hoc analysis (Tables 3 and 4 above). First-pass reading times in the DP region were shorter when the context sentence contained “the queen” compared to when it contained “the soldiers”, making it very unlikely that repeated mention had a detrimental effect on pronoun resolution.

It is perhaps more helpful to consider the effect that the context sentence has on the coherence of text. Coherence in CT is in part defined by the transitions between utterances, as exemplified by the ranking of CONTINUE, RETAIN and SHIFT. The principle underlying this idea of coherence is that “frequent shifting leads to a lack of local coherence” (Grosz et al., 1995: 215). However, the transitions are implemented in CT in such a way that no transition takes place between the first and second utterance. This is because shifting is concerned with maintenance of the Cb, which can only be established at the second utterance. As such, it is impossible to explain the coherence between the context sentence and the critical sentence in CT terms. But the notion of frequent shifting disrupting coherence can usefully be applied to explain the results of the current experiment. When the context sentence began with “the soldiers”, it established a set of soldiers in the discourse representation, making it easier to process the subsequent QP every soldier, as evidenced in the post-hoc analysis. The attention of the reader is still on the set of soldiers until the queen is encountered in the critical sentence. Compare this to the context sentence beginning with “the queen”. In the critical sentence, encountering the QP means establishing some kind of representation for a set of soldiers, thus switching the reader’s attention to this set. Then the DP the queen is encountered again (in subject position) which switches the attention of the reader again. When the context sentences begins with “the queen”, there are more switches of attention between the soldiers and the queen than there are in the context sentences beginning with “the soldiers”. The more frequent shifting between the entities leads to a lack of local coherence, and makes pronoun processing more costly as a result. Since pronouns are in some ways markers of discourse coherence, it makes sense that a more coherent discourse makes the establishment of pronoun reference easier. This fits well with the results of the current experiment, where the context sentence has a different effect on the DP antecedent conditions than it does on the QP antecedent conditions.

The experiment set out to discover whether an entity could receive facilitation from its previous discourse status, that is, mention in the context sentence. The previous mention clearly has an effect on linking the pronoun to the appropriate antecedent, but not in the straightforward way that was expected. The previous context was not always facilitative, and this could be due to its inducing an additional switch in the hearer’s attention, which upset the coherence of the
discourse. This has an effect on pronoun resolution, a process which relies on finding a prominent entity in the prior discourse and in some way acts as a marker of discourse coherence. An attempt was made to predict the effects of prior discourse using CT. This was not without problems, however, because of the complex nature of QP representations and the complexity of the clausal structure. Since it has been shown that QP antecedents are subject to at least some of the same salience factors as DP antecedents, further efforts should be made to understand how CT can apply in these cases. Further research is also needed to determine how to accommodate intervening relative clauses into CT utterances, and this paper suggests one way in which this could be achieved. Furthermore, CT contains some extremely useful vocabulary for understanding coherence relations. Whether or not the framework can be extended to include transitions between the first and second utterance, or indeed switches of attention within one utterance, remains a matter for future debate. Insofar as attention switches appear to play an important role in the coherence of short but complex texts such as those in the current experiment, they should be accounted for in models of coherence and pronoun resolution.
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